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Focus on networks, including probabilistic 

graphical models (Bayesian networks) -  

and electrical power networks  

Bayesian network representations are 

natural and useful in computation, 

visualization, and human-computer 

interaction 

Difficulty for humans to reason under 

uncertainty, especially under time 

pressure and stress - benefit 

probabilistic graphical models 

Most current visualization and analytical 

methods for probabilistic reasoning 

target domains with ñfewò random 

variables, small data set, and non-

interactive use 

Zoomed-out view.  

Now I donôt see the 

details. 

Zoomed-in view.  

Now I lost the 

context.  

Project Background 



Project Accomplishments 
Fast Belief Propagation in Junction 

Trees: GPU Parallelization 

Multi-Fisheye, Multi-View for 

Interactive Visualization of 

Large Graphs 

Formalization of Stochastic  Local 

Search 
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Understanding Scalability of 

Bayesian Network Computation 

using Junction Tree Growth Curves 
Speeding up Computation for 

Bayesian Networks 

Feedback Control for Bayesian 

Networks Computation 



Multi -Fisheye, Multi-View for 

Interactive Visualization of Large Graphs 

Å P. K. Sundararajan, O. J. Mengshoel, and T. Selker.  ñMulti-Focus and Multi-

Window Techniques for Interactive Network Exploration.ò In Proc. of 

Visualization and Data Analysis (VDA 2013), San Francisco, Feb 2013.  

Å M. Cossalter, O. J. Mengshoel, and T. Selker. ñMulti-Focus and Multi-Level 

Techniques for Visualization and Analysis of Networks with Thematic Data.ò In 

Proc. of Visualization and Data Analysis (VDA 2013), San Francisco, Feb 2013. 



Á Exploration of large graphs 

Á Context loss while zooming or scrolling 

Á Limitations of traditional fisheye: 

Á Only one focus 

Á  Distorting whole layout 

ÁOften no displaying of information 

(e.g., Bayesian network) along with the 

underlying data set (e.g., time series) or 

thematic data  

ÁNeed to perform visual search to 

locate thematic data or data set  
Á Ex: Relationship between a node and its 

conditional probability table  

Network Visualization Challenges 



OBJECTIVE 
Improve the applicability of multi-fisheye to 

exploration of networks, including Bayesian 

network (BN)  problem instances. Focus on 

large-scale but in-memory networks.  

DESCRIPTION & FEATURES 

A focus+context visualization tool that supports 

the interactive creation of multiple fisheyes 

(Bayesian network nodes, for example) with 

corresponding distortions.  Voronoi edges 

separate the fisheyes, and multiple windows 

with details (such as Bayesian network 

conditional probability tables) are created for 

fisheyes and their neighboring nodes.   

RESULTS 

The tool supports interactive and simultaneous  

creation of up to 10-20 readable node labels by 

means of fisheye distortion in networks. Node 

context, including  network  edge connection 

patterns and relative location, is preserved.  

 

Focus+Context: Multi-Fisheye and Multi-

Window Visualization for Networks 



OBJECTIVE 
Making multiple and multi-step comparisons across 

different parts of a data corpus and across multiple 

representational levels in a complex data set. 

DESCRIPTION 
Two network visualization and analysis tool, NetEx and 

NetEy, that enrich the traditional node-edge 

visualization of networks by providing easy access to 

other aspects of data that can not be directly 

encapsulated in the graph structure. 

 

FEATURES OF NetEx TOOL: 
Visual encoding of data properties 

Overview + detail 

Multi-focus + context 

Bubbles anchoring node information to the network 

 

RESULTS 
In experiments with data from an electrical power 

network we demonstrated how NetEx makes fault 

diagnosis easier.  Results from a user study with 25 

subjects suggests that NetEx enables more accurate 

isolation of faults in multi-fault situations 

 

 

Multi -Focus, Multi-Window User Study 



Speeding up Bayesian Network 

Computation using Parallel and 

Distributed Methods 

Å  A. Basak, I. Brinster, X. Ma and O. J. Mengshoel. ñAccelerating Bayesian 

Network Parameter Learning Using Hadoop and MapReduce.ò In Proc. 1st 

International Workshop on Big Data, Streams and Heterogeneous Source 

Mining @ KDD-12, Beijing, China, August 2012.  

Å  A. Saluja, P. Sundararajan,  and O. J. Mengshoel.  ñAge-Layered Expectation 

Maximization for Parameter Learning in Bayesian Networks.ò In Proc.  Artificial 

Intelligence & Statistics (AIStats), La Palma, Spain, April 2012.  

Å  L. Zheng, O. J. Mengshoel, and J. Chong. ñBelief Propagation by Message 

Passing in Junction Trees: Computing Each Message Faster Using GPU 

Parallelization.ò In Proc. Uncertainty in Artificial Intelligence (UAI-11), Barcelona, 

Spain, July 2011. 



ÅBelief propagation in junction trees may 
be computationally intensive due to: 
o The topology and connectedness of Bayesian 

networks  

o High cardinality of one or more nodes in cliques 
with sufficiently high number of nodes  

ÅObservations:  
o During message passing, computations 

associated with different separator tables are 
independent 

o Some junction trees contain large cliques and 
separators 

ÅOur approach: 
o Compute each message in parallel  

o Substantial parallelism opportunity when 
neighboring cliques and separators are large 

o Non-invasive embedding in original junction tree 
message passing algorithms 

Motivation and Approach - GPU 



Step 1: Marginalization 

Step 2: Scattering 

Parallel Message Passing, Junction Trees 



GPU Message Computation and Speedup 

Message passing is 

performed in parallel, 

benefiting situations 

with large cliques and 

large separators 

Speed up Bayesian network 

computation when junction 

trees are being used; exploit 

many-core parallelism such 

as  graphics processing 

units (GPUs).  



GPU Parallelization: Experiments  

Best published 

experimental speed up 

result to date is 918%.  


